@TRAIBER.NRW

TRANSFORMATION
DER AUTOMOTIVE INDUSTRIE
IN DER BERGISCHEN REGION

Responsible Al in Unternehmen

Gefordert durch:

% Bundesministerium
fiir Wirtschaft
und Energie

aufgrund eines Beschlusses
des Deutschen Bundestages



@TRAIBER.NRW

TRANSFORMATION
DER AUTOMOTIVE INDUSTRIE
IN DER BERGISCHEN REGION

Responsible Al in Unternehmen

verdffentlicht im Rahmen des Projektes TRAIBER.NRW

PROJEKTINFORMATION

Die fortschreitende Digitalisierung, die Mobilitdtswende und der notwendige Wandel zur KiIi-
maneutralitdt fordern die Automobilzulieferer und die Bergische Region an vielen Stellen. Das
Bundesministerium fiir Wirtschaft und Energie fordert TRAIBER.NRW im Rahmen der Forderbe-
kanntmachung , Transformationsstrategien fiir Regionen der Fahrzeug- und Zulieferindustrie” mit
4,1 Mio. EUR bis Ende 2025.

Die Bergische Region umfasst die Stadte Remscheid, Solingen, Wuppertal und Diisseldorf sowie
den Kreis Mettmann, den Rhein-Kreis-Neuss, den Ennepe-Ruhr-Kreis und den Oberbergischen
Kreis. Projektpartner sind automotiveland.nrw e.V., die Bergische Universitat Wuppertal, die
Gemeinschaftslehrwerkstatt der Industrie von Velbert und Umgebung e.V. (GLW), die Heinrich-
Heine-Universitat Disseldorf und die Hochschule Bochum. Das Projekt wurde von den Sozialpartnern
der Region initiiert und wird von ihnen maBgeblich unterstiitzt und begleitet: VBU® Vereinigung
Bergischer Unternehmerverbande e.V., Arbeitgeberverband Remscheid und Bergisches Land e.V.,
IG Metall Velbert, IG Metall Ennepe-Ruhr-Wupper und |G Metall Remscheid-Solingen.

www.traiber.nrw


www.traiber.nrw

@TRAIBER.NRW

Inhaltsverzeichnis

1 Responsible Al im Unternehmenskontext 4

2 Der EU Al Act 6
2.1 Fir wen gilt der Al Act? 6
2.2 Welche KI-Systeme betrifft das Gesetz? 7
2.3 Was miissen Unternehmen konkret tun? 7
2.4  Typische Herausforderungen fiir Unternehmen 9
2.5 Fazit 9

3 Explainable Artificial Intelligence 10
3.1 Warum ist Explainable Al fiir Unternehmen relevant? 11
3.2 Welche Arten von Explainable Al gibt es in der Praxis? 12
3.3 Wie kann ein Unternehmen Explainable Al praktisch umsetzen? 13
3.4 Fazit 14

4 Green Al 15
4.1 Green Al in der Unternehmenspraxis 15
4.2  Wieder- und Weiterverwendung von Modellen 16

4.2.1 Transfer Learning 17
4.2.2 Continuous Learning 17
4.3 Modellkompression 18
4.4  Weitere MaBnahmen 19
4.5 Fazit 19

5 Lokale Modelle (On-Prem/Edge) im Responsible-Al-Kontext 21
5.1 Definitionen lokaler Modelle 21
5.2 Datensouveranitat, Datenschutz und Compliance 23
5.3 Domanenspezifische Optimierung: Fine-Tuning und RAG 23
5.4 Einsatzbereiche lokaler Modelle 25
5.5 Beitrag zu Green-Al: Energieeffizienz und Nachhaltigkeit 26

6 Zusammenfassung & Ausblick 28

Impressum 35



@TRAIBER.NRW

1 Responsible Al im Unternehmenskontext

Kiinstliche Intelligenz (KI) hat in den vergangenen Jahren den Schritt aus Forschung und Pilotprojek-
ten in den Unternehmensalltag vollzogen. Spatestens mit dem Erfolg generativer KI-Anwendungen
ist sichtbar geworden, dass Kl nicht mehr nur ein Spezialthema der Informatik ist, sondern Ge-
schaftsprozesse, Produkte und Dienstleistungen in der Breite pragt. Ob in der Qualitatssicherung,
in der Produktionsplanung, im Kundenservice oder in der Verwaltung: Kl-basierte Systeme un-
terstitzen Entscheidungen, automatisieren Ablaufe und erschlieBen neue Geschaftsmoglichkeiten,
gerade dort, wo sie direkt in operative und industrielle Prozesse eingebettet ist. Aktuelle Studien
zeigen, dass ein GroBteil der deutschen Unternehmen Kl inzwischen als geschaftskritisch betrachtet
und entsprechende Budgets aufstockt[1]. Fir Organisationen aller GroBen, insbesondere kleine und
mittelstandige Unternehmen (KMU), stellt sich damit nicht mehr die Frage, ob Kl eingesetzt wird,
sondern wie dies verantwortungsvoll und dauerhaft tragfahig gelingt, also rechtssicher, erklarbar
bzw. nachvollziehbar, ressourcenschonend und datensouveran, ohne Risiken fiir Sicherheit, Qualitat,

Compliance und Reputation zu unterschatzen.

Dieses Themenpapier fiihrt in das Konzept von ,, Responsible Al“ ein und richtet sich an Verant-
wortliche in Unternehmen, die Kl einsetzen oder einfiihren méchten, mit besonderem Fokus auf
kleine und mittlere Unternehmen (KMU). Ziel ist es, Orientierung zu bieten, wie Kl so eingefiihrt
und weiterentwickelt werden kann, dass sie Wert schafft, gleichzeitig Risiken beherrschbar bleiben
und als Teil einer verantwortungsvollen Digitalisierung in die Geschaftsprozesse integriert werden

kann, jenseits kurzfristiger Trends und mit Blick auf nachhaltige Wertschépfung.

Das Themenpapier ist so aufgebaut, dass es eine schnelle Orientierung ermoglicht. Technische
Details werden nur dort vertieft, wo sie fiir Entscheidungen und Umsetzung relevant sind. Zu
jedem Themenfeld gibt es eine verstandliche Einordnung sowie Hinweise, welche Kapitel fiir welche

Bereiche besonders wichtig sind. Die Schwerpunkte sind:

6)

der EU Al Act als rechtlicher Rahmen fiir den Kl-Einsatz in Europa,

(5}

Explainable Al als Grundlage fiir Nachvollziehbarkeit und Vertrauen,

(6]

Green Al als Ansatz fiir ressourcenschonende und wirtschaftliche KiI,

(5}

lokale Modelle (On-Premise/Edge) als Grundlage fiir datensouverénen, kontrollierbaren

Betrieb und strategische Unabhangigkeit.

Das Themenpapier ist modular aufgebaut: Jedes Kapitel beginnt mit einer kurzen Einordnung und
vertieft anschlieBend die fiir Umsetzung und Governance relevanten Aspekte. Fiir einen schnellen

Einstieg ordnet die folgende Ubersicht die Kapitel typischen Verantwortungsbereichen zu:
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Kapitel 2 — EU Al Act: Leitung/Management, Recht/Compliance, Datenschutz.
Nutzen: Einordnung von Pflichten, Rollen und Risikoklassen. Grundlage fiir Governance,

Dokumentations- und Umsetzungsbedarf im Kl-Einsatz.

Kapitel 3 — Explainable Al: Data Science/Analytics, IT, Fachbereichsleitungen.
Nutzen: Orientierung, welche Formen von Erklarbarkeit in der Praxis bendtigt werden. Briicke

zwischen Modelllogik, fachlicher Nachvollziehbarkeit und Vertrauen in Entscheidungen.

Kapitel 4 — Green Al: ESG (Environmental, Social & Governance), IT, Controlling.
Nutzen: Ansatzpunkte zur Reduktion von Energie- und Ressourcenverbrauch. Verbindung

von Umweltwirkung, Kostenperspektive und technischer Umsetzung im Kl-Betrieb.

Kapitel 5 — Lokale Modelle (On-Premise/Edge): IT/Architektur, Informationssicherheit
Nutzen: Entscheidungsgrundlage zur Betriebsform (lokal vs. Cloud). Kriterien fiir Datensou-

veranitat, Sicherheitsanforderungen und Infrastrukturfolgen.

Kapitel 6 — Zusammenfassung & Ausblick: Leitung/Management, Recht/Compliance.
Nutzen: Verdichtung der Kernaussagen. Konsolidierte Orientierung fiir nachste Schritte,

Prioritaten und Schnittstellen zwischen den Verantwortungsbereichen.
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2 Der EU Al Act

Der EU Al Act (Regulation (EU) 2024/1689) ist das weltweit erste umfassende Gesetz zur
Regulierung von Kinstlicher Intelligenz. Der Al Act folgt einem risikobasierten Ansatz: Die Pflichten
richten sich danach, wie riskant ein bestimmter Kl-Einsatz ist. Ziel der Regulierung ist es, die
Potenziale von Kl verantwortungsvoll zu nutzen, ohne dabei Menschenrechte, Unternehmensrechte
oder geltende Gesetze zu verletzen. Internationale Leitlinien wie die OECD Principles on Al
und die UNESCO Recommendation on the Ethics of Artificial Intelligence bilden hierfiir die
normative Grundlage und betonen eine menschenzentrierte, transparente und diskriminierungsfreie
Gestaltung von Kl-Systemen. Fiir kleine und mittlere Unternehmen (KMU) ergeben sich daraus
neue Chancen, aber auch Unsicherheiten und Mehraufwande, da viele Aufgaben nicht an eine
Rechtsabteilung ausgelagert werden kénnen. Der Einsatz von Kl wird damit zur Managementaufgabe,
die Strategie und Rechtssicherheit zusammenfiihrt, einschlieBlich moglicher Haftungsfragen. Je
nachdem, ob Unternehmen KI-Systeme selbst entwickeln, einkaufen oder lediglich einsetzen,
gelten unterschiedliche Pflichten und Nachweisanforderungen, insbesondere bei Hochrisiko-KI-
Anwendungen, fiir die der Al Act unter anderem Risikobewertungen, Dokumentations-, Transparenz-

und Aufsichtspflichten vorsieht.
2.1 Fur wen gilt der Al Act?

Privatpersonen, die Kl nur fir rein personliche Zwecke nutzen, sind vom EU-Al-Act ausgenommen.
Fir Unternehmen aber gilt: Wer Kl beruflich einsetzt, fallt unter das Gesetz. Schon ehren-
amtliche Tatigkeiten im Verein kénnen dazu fithren, dass die Schwelle zur geschaftlichen Nutzung
uberschritten ist. Der EU-Al-Act gilt hierbei bereits unabhangig davon ob er bereits vollstandig in

nationales Recht tberfiihrt wurde oder nicht.

Zentral im Sinne des EU-Al-Acts ist dabei die eigene Rolle eines Unternehmens: Sind Sie Anbieter
(Provider) von Kl z.B. als Betriebsmittel oder sind Sie Betreiber (Deployer)?

¢ Anbieter (Provider): Entwickeln oder modifizieren Sie eine KI-Anwendung und bieten diese
unter eigenem Namen/Marke an? Dann sind Sie Provider — mit umfangreichen Pflichten.
Beispiel: Sie nutzen ein Open-Source-KI-Modell wie Llama von Meta und bauen damit ein
internes Tool, das Sie unter lhrem Firmennamen dem Team oder Kundinnen und Kunden
bereitstellen. Auch wenn Sie eine bestehende Kl-Software in ein eigenes Produkt ,einkapseln”
und anbieten, gelten Sie als Anbieter.

¢ Betreiber (Deployer): Kaufen oder mieten Sie Kl-Software (z. B. einen Chatbot oder eine
Automatisierungssoftware) ein und nutzen diese in lhrem Unternehmen, ohne das System selbst

zu verandern oder unter eigenem Namen zu vermarkten? Dann sind Sie Betreiber. Beispiel: Sie
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lizenzieren einen bestehenden Kl-Service fur lhre Webseite oder zur Dokumentenklassifikation

— in dem Fall fallen Sie unter die Betreiberpflichten.

Ein typischer Grenzfall in der Praxis ist der lokale Betrieb eines KI-Modells (Self-Hosting). Wenn
Sie z. B. ein Large Language Model (LLM) auf eigenen Servern betreiben und lhren Beschaftigten zur
Verfligung stellen, ohne eigene wesentliche Anpassungen und ohne das System extern zu vertreiben,
sind Sie in der Regel ebenfalls als Anbieter zu betrachten. Solange Sie keine Hochrisiko-KI einsetzen,
bleibt der regulatorische Aufwand dabei meist iiberschaubar: keine Registrierung, keine technischen
Dokumentationspflichten, insbesondere Transparenz (z. B. klarstellen, dass die Interaktion mit einer
Kl erfolgt).

2.2 Welche KI-Systeme betrifft das Gesetz?

Das meiste im Al Act dreht sich um die Risikoklasse der jeweiligen KI-Anwendung. Es gibt drei
Hauptgruppen:

1. Verbotene Praktiken: KI-Systeme, die z. B. Menschen manipulieren oder ohne Einwilligung
biometrisch tiberwachen, sind untersagt.

2. Hochrisiko-KI: Hierzu zahlen KI-Systeme in sensiblen Bereichen wie Medizin, Justiz,
Personalrekrutierung, kritische Infrastruktur oder Bildung (z. B. automatisierte Leistungsbe-
wertung).

3. Sonstige (geringes Risiko): Die meisten Anwendungen im KMU-Alltag, etwa Produkt-
Empfehlungen im Webshop, Chatbots fiir Standardfragen, Rechtschreibkorrektur etc. fallen
unter die Kategorie , geringes Risiko®. Fiir sie gelten keine Registrierungspflichten, keine
technischen Dokumentationspflichten — lediglich ggf. Transparenz (Hinweis, wenn Nutzende

mit einer Kl interagieren).
2.3 Was missen Unternehmen konkret tun?

Der EU Al Act erganzt bestehende Regelwerke und gilt ohne Vorgriff auf datenschutzrechtliche Vor-
gaben. Sobald KI-Systeme personenbezogene Daten verarbeiten, bleibt die DSGVO uneingeschrankt
anwendbar. Das betrifft insbesondere automatisierte Entscheidungen mit erheblichen Auswirkungen

(Art. 22 DSGVO) sowie Transparenz, Zweckbindung, Datenminimierung und Privacy-by-Design.

Zur Einordnung der Rechtsgrundlagen ist aktuell Bewegung im System: Mit dem Digital Omnibus
schlagt die Europaische Kommission gezielte Klarstellungen zur Anwendung des berechtigten Inter-
esses (Art.6 Abs. 1 lit.f DSGVO) im Kontext von Kl-Systemen und Kl-Modellen vor, insbesondere
entlang des Kl-Lebenszyklus (z. B. Training, Testen, Validieren)[2]. In eine dhnliche Richtung weist
auch die Rechtsprechung: Das OLG Koln hat im Eilverfahren den Unterlassungsantrag gegen die

Nutzung offentlich gestellter Profildaten zum Kl-Training zurlickgewiesen und die Verarbeitung
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bei summarischer Priifung grundsatzlich als auf Art.6 Abs. 1 lit. f DSGVO stiitzbar eingeordnet[3].
Bei externen Kl-Services entscheidet der Vertragstyp maBgeblich iber Datenschutzrisiken: Bei
Consumer-Angeboten (z. B. ChatGPT Free/Plus) kann die Nutzung von Inhalten zur Modellver-
besserung per Opt-out unterbunden werden, wahrend Business-Angebote (z. B. API, ChatGPT
Enterprise/Business) nach Anbieterangaben standardméaBig nicht zum Training genutzt werden und
eine Datenschutzvereinbarung (DPA) unterstiitzen[4], [5]. Fir den Unternehmenseinsatz sollten
Vertrage daher mindestens festlegen: Rollen und Verantwortlichkeiten (inkl. Art. 28 DSGVO, falls
Auftragsverarbeitung), keine Trainingsnutzung ohne Opt-in, Regeln zu Aufbewahrung und Léschung

sowie Transparenz zu Unterauftragnehmern und Dateniibermittlungen.

Ergénzend zur DSGVO kommen durch den EU Al Act weitere, risikobasierte Pflichten hinzu. Fur
KMU sind typischerweise die ersten drei Punkte immer relevant. Zusatzliche Anforderungen ergeben

sich je nach Rolle (Anbieter/Betreiber) und Risikoklasse:

€ Risikopriifung und Dokumentation: Zunichst ist zu klaren: Welche Rolle haben wir? Ist
unser System Hochrisiko? Die Abgrenzung ist nicht immer trivial — viele Begriffe sind juristisch
noch nicht abschlieBend geklart. Fiir Hochrisiko-Systeme sind eine technische Dokumentation,
Risikomanagement und ggf. eine Registrierung bei Behorden erforderlich.

€ Transparenzpflichten: Nutzende miissen erkennen kénnen, wenn sie mit einer Kl interagieren
(auBer, es ist ohnehin offensichtlich, z. B. animierte Spielfigur). Wer synthetische Medien
(Deepfakes, Kl-generierte Bilder/Videos/Texte mit Tauschungspotenzial) erstellt und verof-
fentlicht, muss dies kennzeichnen — wobei es Spielrdume gibt, wie sichtbar das erfolgen muss.
Fir kinstlerische oder satirische Werke reicht ein allgemeiner Hinweis im Kontext.

€ Al Literacy: Anbieter und Betreiber von KI-Systemen sollen nach besten Kraften MaBnahmen
ergreifen, um ein ausreichendes MaB an Al Literacy bei den Personen sicherzustellen, die
KI-Systeme in ihrem Auftrag betreiben oder nutzen. Was ,,ausreichend” bedeutet, ist bewusst
kontext- und risikobasiert; die EU-Kommission betont hierzu ausdriicklich Flexibilitat und
verzichtet aktuell auf starre Mindestvorgaben. In der Praxis bietet sich eine Baseline-Awareness
fur alle Beschaftigten an, die Kl-gestiitzte Funktionen im Arbeitsalltag nutzen (z. B. Office-
Copilot, interne Chatbots, Videokonferenzsysteme mit automatischer Transkription oder
Protokollerstellung). Fiir risikoreichere Anwendungen, insbesondere Hochrisiko-Systeme, sind
rollenbezogene Vertiefungen sinnvoll; die Kommission weist zudem darauf hin, dass bei
Hochrisiko-Systemen zusatzliche Anforderungen an Schulung und menschliche Aufsicht greifen
konnen.

¢ General-Purpose Al und Open Source: Wer eigene KI-Modelle (insbesondere groBe, gene-
rative Modelle) entwickelt und anbietet, muss zusatzliche Transparenz iiber Trainingsdaten,
Urheberrechtsstrategie und ggf. Energieverbrauch schaffen. Diese Pflichten kdnnen eigentlich
nur in der Anbieter-Rolle entstehen. Open-Source-Modelle sind in einigen Punkten erleichtert,

aber auch hier gelten bestimmte Pflichten.
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2.4 Typische Herausforderungen fiir Unternehmen

Auch wenn viele Anforderungen des EU Al Act klar formuliert sind, entsteht in der Umsetzung
haufig zusatzlicher Klarungsbedarf. Unternehmen sehen sich dabei sowohl juristischen als auch
organisatorischen und technischen Herausforderungen gegeniiber. Besonders relevant sind die

folgenden Punkte.

€ Rechtsunsicherheit: Viele Definitionen (z. B. wann ist ein System Hochrisiko?) werden erst
durch zukinftige Praxis und Rechtsprechung klarer.

¢ Dokumentationsaufwand: Im Hochrisikobereich ist der Aufwand betrichtlich; im Minimal-
Risiko-Bereich bleibt es meist liberschaubar.

€ Haftung: Wer ein KI-System unter eigenem Namen anbietet, tragt die Produktverantwortung.
Einfache Rebranding-Lésungen (API-Wrapper mit eigenem Logo) kénnen schnell dazu fiihren,
dass man als , Anbieter” mit allen Pflichten gilt. Generell gilt: Das Unternehmen haftet (in der
Regel) vollumfanglich fiir den Einsatz einer Kl, so wie es in einer gewerblichen Unternehmung
auch der Fall ist. Der Einsatz von Kl reduziert in diesem Kontext die Haftung nicht.

¢ Technische Umsetzung: Kennzeichnungspflichten (Wasserzeichen, Metadaten) sind nicht
immer mit vorhandenen Tools sicher umsetzbar. Der Stand der Technik ist dynamisch, und

es gibt Grauzonen.
2.5 Fazit

Der Al Act ist keine uniiberwindbare Hiirde, verlangt aber bewusste Entscheidungen, sorgfaltige
Rollenklarung und gegebenenfalls professionelle Beratung — besonders beim Einsatz oder Angebot
von Hochrisiko-KI. Letztendlich haftet ein Unternehmen fiir die Produkte des Unternehmens und
seine Erstellung nach wie vor — unabhangig davon ob Kl eingesetzt wird oder nicht. Wer einfache
Kl-Tools nutzt, kann mit iberschaubaren Aufwanden und klaren Regeln planen. Innovation wird
nicht verhindert, aber die Spielrdume fiir einen Einsatz von Kl hangen stark davon ab, wie die

eigene Rolle und der Einsatzzweck konkret definiert sind.
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3 Explainable Artificial Intelligence

Viele moderne Kl-Modelle liefern beeindruckend gute Ergebnisse, sind aber von auBen kaum nach-
vollziehbar. Fiir Unternehmen entsteht dadurch ein Spannungsfeld: Einerseits sollen Entscheidungen
effizient automatisiert werden, andererseits miissen sie gegeniiber Kunden, Mitarbeitenden und Auf-
sichtsbehodrden erklarbar sein. Explainable Artificial Intelligence (XAl, deutsch: erklarbare kiinstliche
Intelligenz) verfolgt das Ziel, KI-Entscheidungen transparenter zu machen und Begriindungen zu
liefern, die Menschen verstehen kénnen. Dieses Kapitel zeigt, warum Erklarbarkeit nicht nur ein

technisches, sondern auch ein geschéaftskritisches Thema ist.

Explainable Al umfasst also Methoden und Techniken, die sichtbar machen, wie ein KI-System
zu einer Entscheidung gelangt. Dabei geht es nicht nur um technische Details, sondern auch
um Antworten auf die Frage ,Kann ein Mensch nachvollziehen, warum die Kl genau dieses
Ergebnis liefert?”. XAl erméglicht es Kl einzusetzen ohne mit einer undurchsichtigen Black-Box
agieren zu missen [6], deren Mechanismen und Vorhersagen weder erkennbar noch tiberpriifbar
sind. Man kann auch sagen, dass Explainable Al, der Versuch eines Briickenschlags zwischen
unverstandlichen maschinellen Entscheidungsprozessen und dem menschlichen Bediirfnis nach

Erklar- und Nachvollziehbarkeit ist. Es werden drei zentrale Begriffe unterschieden:

& Transparenz bezeichnet die nachvollziehbare Dokumentation und Offenlegung relevanter
Informationen iiber ein KI-System entlang seines Lebenszyklus. Dazu gehdren je nach Kon-
text u.a. Zweck und Grenzen des Systems, Leistungskennzahlen, sowie Informationen zur
Herkunft und Struktur der verwendeten Daten und zum Training, Validieren und Testen (z. B.
Datenbeschreibung, Datenaufbereitung, Evaluationssetup)[7]—[10].

€ Interpretierbarkeit meint, dass ein Modell fiir einen Menschen aus seiner Struktur heraus
verstandlich ist, ohne nachtraglich angewendete Approximationen oder Erklarungsmethoden
zu bendtigen. Es soll direkt nachvollziehbar sein, wie eine Vorhersage zustande kommt[11],
[12].

& Erklarbarkeit beschreibt Verfahren, die das Verhalten oder eine konkrete Entscheidung
eines Modells fiir einen bestimmten Zweck verstandlich machen. Dies umfasst unterschiedli-
che Formen (global vs. lokal) und Techniken (z. B. Attributionsmethoden, Gegenfaktisches,
Surrogate)[11], [13].

In den letzten zehn Jahren hat sich Explainable Al von einem Forschungsthema zu einem praktisch
unverzichtbaren Element beim Kl-Einsatz in Unternehmen entwickelt. An erklarbarer Kl fiihrt
kaum ein Weg vorbei, wenn Verantwortlichkeit, Vertrauen und Transparenz gewahrleistet werden
sollen. Uberall dort, wo Kl entscheidende Prozesse mitbestimmt, brauchen wir Nachvollziehbarkeit.

Insbesondere Transparenz wird explizit durch den EU Al Act eingefordert (siehe Kapitel 2) und wird

10
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damit zum unumgénglichen Thema fiir den Einsatz von KI-Systemen. Erklarbarkeit (Explainability)
ermoglicht es Unternehmen dariiber hinaus, die ,Black-Box KI* zu &6ffnen und so Kl vertrauenswiir-
diger und effektiver zu machen. Dies schlieBt nahtlos an Prinzipien der Responsible Al an. Erklarbare
KI schafft Transparenz iiber die Funktionsweise von Modellen und hilft, Bias/Fairness-Probleme
aufzudecken, bevor sie zum realen Schaden fithren. Bias und Fairness Probleme entstehen, wenn
ein KI-System bestimmte Gruppen aufgrund fehlerhafter oder unausgewogener Daten systematisch

anders behandelt als andere.

3.1 Warum ist Explainable Al fir Unternehmen relevant?

Fir Unternehmen ist das Thema aus mehreren Griinden geschéaftsrelevant. KI wird zunehmend in
Bereichen eingesetzt, in denen Entscheidungen direkte wirtschaftliche Konsequenzen haben, etwa bei
der Qualitatskontrolle, der Ressourcenplanung, der Wartungsprognose oder im Kundenservice. Ohne
Erklarbarkeit (Explainability) bleibt unklar, ob ein Modell zuverlassig arbeitet, ob es systematische
Fehler aufweist oder ob es zu Entscheidungen kommt, die gegen interne Vorgaben oder gesetzliche
Rahmenbedingungen verstoBen (siehe Kapitel 2). Fehlt diese Nachvollziehbarkeit, wird Kl schnell als
unsicher oder riskant wahrgenommen, was Innovationen ausbremst, Verantwortlichkeiten verwischt
und die Akzeptanz fiir den Einsatz von Kl signifikant beschadigen kann. Wer einmal gesehen hat,

wie ein KI-System einen Fehler macht, welcher nicht nachvollziehbar ist, der verliert Vertrauen.

Mit XAl lassen sich solche Risiken kontrollieren. Anwender und Entwickler konnen (iberpriifen, ob ein
Modell stabile und plausible Muster nutzt, ob einzelne Faktoren libermaBig starken Einfluss haben
oder ob Datenverzerrungen zu unfairen oder ineffizienten Ergebnissen fiihren. Fiir Unternehmen
bedeutet das: bessere Entscheidungsgrundlagen, geringere Haftungsrisiken und ein héheres Vertrauen
in Kl-gestiitzte Prozesse. Gleichzeitig erleichtert Explainable Al die Kommunikation zwischen
Fachabteilungen und Management, da Erklarungen typischerweise in visuelle oder sprachlich gut

verstandliche Form gebracht werden [14].

In der Unternehmenspraxis wird die Bedeutung von Explainable Al besonders deutlich, wenn man
konkrete Anwendungsszenarien betrachtet. Die folgenden Beispiele zeigen typische Situationen, in
denen Erklarbarkeit direkt tiber Vertrauen, Akzeptanz und die Qualitdt von Entscheidungen mit
Kl-Unterstiitzung entscheidet. Sie kdnnen als Orientierung dienen, um eigene Anwendungsfalle im

Unternehmen zu identifizieren, bei denen XAl einen besonderen Mehrwert bietet.

& Kl-basierte Qualitatsprifung, bei der nachvollziehbar sein soll, warum ein Bauteil als Ausschuss
klassifiziert wurde, um Reklamationen, Audits und interne Qualitatsdiskussionen fundiert
fihren zu kénnen.

& Empfehlungssysteme fiir Produkte oder Dienstleistungen, deren Vorschlage fiir Vertrieb
und Kunden verstandlich begriindet werden sollen, damit Entscheidungen nicht , blind"

ubernommen werden.

11
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€ Kl-gestiitzte Priorisierung von Service-Tickets oder Beschwerden, bei der Mitarbeitende
verstehen muissen, warum bestimmte Falle bevorzugt bearbeitet werden, um Fairness und
Kundenzufriedenheit sicherzustellen.

€ Unterstiitzung von Sachbearbeitung durch KI, z. B. bei Schadensmeldungen, Kreditantragen
oder Priifung von Dokumenten, wo Entscheidungen begriindbar sein missen, weil sie direkte
finanzielle oder rechtliche Folgen haben.

& Kl-gestiitzte Bewerbervorauswahl, bei der transparent sein muss, warum bestimmte Kandida-
tinnen und Kandidaten bevorzugt werden, um Diskriminierung zu vermeiden und gegeniiber
Betriebsrat und Bewerbenden argumentieren zu kénnen.

€ Interne Berichte und Dashboards, bei denen Kennzahlen oder Prognosen aus KI-Modellen
stammen und gegeniliber Management und Fachbereichen so erklart werden miissen, dass

Entscheidungen darauf gestiitzt werden kénnen.
3.2 Welche Arten von Explainable Al gibt es in der Praxis?

XAl umfasst unterschiedliche Methoden und Perspektiven. In der Praxis unterscheidet man haupt-

sachlich:

1. Modellinterne Erklarbarkeit (Intrinsic Interpretability): Hierbei handelt es sich um
Modelle, deren Aufbau bereits von Natur aus nachvollziehbar ist. Ihre Struktur macht sichtbar,
wie einzelne Eingaben zu einer Entscheidung fiihren, etwa durch klare Entscheidungsregeln
oder (iberschaubare Rechenwege. Die Erklarbarkeit entsteht also direkt aus dem Modell
selbst, ohne dass zusatzliche Analysen notwendig sind [15].

2. Modellunabhangige Erklarbarkeit (Post-Hoc): Bei diesem Ansatz werden Erklarungen erst
nach der eigentlichen Modellentscheidung erzeugt. Das bedeutet: Das Modell selbst bleibt
unverandert, aber sein Verhalten wird im Nachhinein analysiert, um nachvollziehbare Hinweise
auf Einflussfaktoren, Entscheidungslogiken oder mogliche Alternativen zu geben. Solche
Verfahren kdnnen zum Beispiel zeigen, welche Merkmale fiir eine bestimmte Vorhersage
besonders wichtig waren oder wie sich die Entscheidung verdndern wiirde, wenn einzelne
Eingaben anders gewesen waren. Da diese Methoden unabhangig von der internen Struktur
funktionieren, eignen sie sich auch fiir sehr komplexe, schwer einsehbare Modelle [16].

3. Datenbezogene Erklarbarkeit: Hier steht nicht das Modell, sondern der Datensatz im Mit-
telpunkt. Ziel ist es, zu verstehen, wie die Zusammensetzung der Daten das Modellverhalten
beeinflusst. Dazu gehort beispielsweise, Ungleichgewichte oder fehlende Gruppen zu erkennen,
mogliche Verzerrungen sichtbar zu machen oder nachzuvollziehen, welche Datenpunkte das
Modell besonders stark gepragt haben. Solche Analysen helfen einzuschatzen, wie verlasslich
und gerecht ein Modell arbeiten kann [17].

4. LLM-spezifische Erklarbarkeit: GroBe Sprachmodelle erzeugen nicht nur Ergebnisse,

sondern oft auch begleitende Begriindungen. Diese klingen plausibel, sind aber nicht immer
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ein verlasslicher Hinweis auf die tatsachlichen inneren Ablaufe. Daher befassen sich spezielle
Ansatze damit, typische Muster im Modell, etwa die Verarbeitung von Textelementen oder
die Gewichtung verschiedener Signale, besser sichtbar und nachvollziehbar zu machen. Ziel
ist es, die Funktionsweise solcher Modelle versténdlicher zu erkléren, ohne sich allein auf

ihre selbst formulierten Begriindungen zu verlassen [18].

Fiir XAl existieren mittlerweile ausgereifte Ansatze und Werkzeuge, die sich unabhangig von Branche
oder UnternehmensgrdBe einsetzen lassen [19], [20]. Sie reichen von globalen Modellibersichten,
die die generelle Funktionsweise eines Modells sichtbar machen, bis zu lokalen Erklarungsmethoden,
die einzelne Entscheidungen im konkreten Einzelfall verstandlich machen. Moderne KI-Systeme
lassen sich damit nicht nur leistungsfahig, sondern auch iiberpriifbar, auditierbar und strategisch
sicher nutzen. So wird Kl von einem schwer einschatzbaren Technologierisiko zu einem verlasslichen

Werkzeug.
3.3 Wie kann ein Unternehmen Explainable Al praktisch umsetzen?

Regulatorische Initiativen wie der EU Al Act (siehe Kapitel 2) betonen die Nachvollziehbarkeit
von (Hochrisiko-) Kl ausdriicklich. Gleichzeitig werden KI-Systeme immer komplexer — dies gilt
besonders im Kontext der generativen Kl —, was neue Erklarungsmethoden erfordert. Die Forschung
arbeitet bereits an noch intelligenteren Erklarungen, von Gegenbeispielen liber natursprachliche
Erlauterungen bis hin zu automatisierten Audit-Systemen. Fiir Unternehmen gilt es, frihzeitig
eine Strategie fiir Explainability aufzubauen: Das umfasst die Auswahl geeigneter XAl-Tools, die
Schulung von Mitarbeitern im Umgang mit erklarbarer Kl und die Verankerung von Erklarbarkeit in
den internen Kl-Governance-Richtlinien [21]. Zunachst sollte geklart werden: Soll das Modell nur
gut funktionieren, oder miissen Entscheidungen auch gegeniiber Nutzenden, Aufsichtsbehorden oder
Partnern nachvollziehbar gemacht werden? Je nach Zweck variiert der Aufwand. Damit Explainability
nicht nur ein abstraktes Prinzip bleibt, sondern im Unternehmen tatsachlich umgesetzt wird, sind
einige grundlegende MaBnahmen erforderlich. Diese betreffen sowohl die technische Ebene der
Modelle als auch interne Zustandigkeiten und die Kommunikation gegeniiber Nutzenden [22]. Die

folgenden drei Aufgabenfelder bilden den Kern einer praxisorientierten XAl-Umsetzung.

Technische Erklarbarkeit sicherstellen Unternehmen sollten fiir jedes KI-System mindestens

grundlegende Erklarmethoden implementieren:

€ globale Erklarungen (z.,B. Feature-Wichtigkeit),
€ lokale Erklarungen (Warum genau diese Entscheidung?),

¢ Datenanalysen (Bias, AusreiBer, Reprasentativitat).
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Dokumentation und Verantwortlichkeiten  Eine klare interne Dokumentation ist notwendig, damit
Verantwortlichkeiten eindeutig zugeordnet werden konnen und alle Beteiligten nachvollziehen kdnnen,
wie ein KlI-System aufgebaut ist und betrieben wird. Sie bildet die Grundlage fiir Auditierbarkeit,

Qualitatssicherung und regulatorische Anforderungen. Relevante Punkte sind unter anderem:

(6]

Welche Modelle werden genutzt?

(5)

Welche Daten liegen zugrunde?

(5}

Welche Erklirmethoden sind verfiigbar?

6]

Wer ist verantwortlich fiir Updates und Monitoring?

Nutzerorientierte Transparenz  Erklarungen zu den Funktionsweisen und Entscheidungen eines
KI-Systems miissen so gestaltet sein, dass sie fiir die jeweiligen Zielgruppen verstandlich sind, etwa
fur Data Analysts, den Kundendienst, das Management oder Endkundinnen und Endkunden. Zu

komplexe Erklarungen niitzen niemandem.
3.4 Fazit

Explainable Al ist kein Selbstzweck, sondern ein Werkzeug zur Risikominimierung, Qualitdtssteige-
rung und Vertrauensbildung. Fiir Unternehmen bedeutet XAl vor allem pragmatische Orientierung:
einfache Methoden, klare Dokumentation und verstindliche Kommunikation. Komplexe Modelle
bleiben komplex aber mit den richtigen Erklarmethoden kénnen Unternehmen fundierte Entscheidun-
gen treffen, Kl sicher einsetzen und gegeniiber internen wie externen Stakeholdern nachvollziehbare

Ergebnisse liefern.

AbschlieBend lasst sich festhalten: Explainable Al ist kein bloBes Add-on, sondern ein Enabler fiir
den erfolgreichen Kl-Einsatz in der Praxis. Sie schafft die Vertrauensbasis, auf der Mensch und
Kl gemeinsam Mehrwert schaffen kénnen. Unternehmen, die ihre KI-Systeme erklarbar gestalten,
tberzeugen schneller Nutzer und Kunden, sparen Zeit bei Audits und reduzieren Haftungsrisiken. Mit
Erklarbarkeit (Explainability) wird aus einer hochentwickelten Kl-Lésung letztlich ein akzeptiertes,
verlassliches Werkzeug und damit wird ein wesentlicher Schritt hin zu wirklich verantwortungsvoller

Kl in der Unternehmenswelt gemacht.

14



@TRAIBER.NRW

4 Green Al

Mit der breiten Einfiihrung groBer KI-Modelle riickt die 6kologische Dimension von Responsible Al
zunehmend in den Fokus. Leistungsfahige Kl-Modelle gehen haufig mit hohem Rechenaufwand,
Energieverbrauch und Kosten einher. Fir Unternehmen stellt sich daher die Frage, wie sich der
Nutzen von Kl mit wirtschaftlichen und 6kologischen Zielen in Einklang bringen lasst. Ein zentraler
Begriff in diesem Zusammenhang ist Green Al: Darunter wird die Forderung verstanden, dass
KI-Systeme nicht nur anhand ihrer Leistung und Genauigkeit bewertet werden, sondern auch anhand
ihres 6kologischen FuBabdrucks. Im Fokus stehen der Energie- und Ressourcenbedarf (und damit
verbundene CO,-Emissionen), insbesondere beim Training und Betrieb sehr groBer Modelle. Green
Al fokussiert den effizienten Einsatz von Ressourcen: Statt ,,immer groBer und komplexer® liegt
der Schwerpunkt auf Wiederverwendung, Optimierung und maBgeschneiderten Lésungen. Dieses
Kapitel zeigt, wie Kl-Losungen so gestaltet werden kénnen, dass sie nicht nur performant, sondern

auch nachhaltig und wirtschaftlich tragfahig bleiben.

Schwartz et al. zeigten im Jahr 2019, dass der Rechenaufwand im Deep Learning zwischen 2012 und
2018 um den Faktor 300.000 gestiegen ist [23]. Ebenfalls 2019 quantifizierten Strubell et al. diesen
Effekt beispielhaft fir NLP-Modelle (Natural Language Processing Modelle). Sie wiesen nach, dass
das Training einzelner groBer Modelle Emissionen im Bereich mehrerer Tonnen CO,-Aquivalente
verursachen kann [24]. Parallel dazu entwickelt sich zunehmend ein regulatorischer Rahmen: Neben
den Erwartungen von Investorinnen und Investoren im Bereich ESG (Environmental, Social und
Governance) werden im Kontext des EU Al Acts (siehe Kapitel 2) auch Nachhaltigkeitsaspekte,

Transparenzanforderungen und Lebenszyklusbetrachtungen diskutiert [25].
4.1 Green Al in der Unternehmenspraxis

Green Al ist nicht nur eine technische Fragestellung, sondern beeinflusst unmittelbar Kostenstruktu-
ren, Nachhaltigkeitsziele und strategische Entscheidungen im Unternehmen. Der Ressourcenbedarf
von KI-Systemen bestimmt, welche Lésungen wirtschaftlich tragféhig sind und wie gut sie sich mit
Umwelt- und ESG-Zielen verbinden lassen. In vielen Fallen ist nicht das ,, groBtmogliche™ Modell

optimal, sondern eine gezielt optimierte, wiederverwendete oder komprimierte Variante.

Auch falls sich der Nutzen von Green Al nicht immer unmittelbar in Form eines finanziellen
Mehrwertes fiir Unternehmen darstellen lasst, ist er aus langfristiger 6konomischer und 6kologischer
Sicht strategisch relevant. Unternehmen, die Green-Al-Prinzipien hinreichend beriicksichtigen,
erfiillen leichter regulatorische Anforderungen, senken mittel- bis langfristig ihre Kosten und starken

gleichzeitig ihre Reputation.
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Weitere Effizienzgewinne entstehen, wenn bereits trainierte — insbesondere unternehmensinterne
— Modelle gezielt wiederverwendet oder nur inkrementell weitertrainiert werden. Dadurch wer-
den zusatzliche Trainingslaufe vermieden, was Rechenzeit und Energieverbrauch reduziert. GroBe
Modelle lassen sich mit Methoden der Modellkompression verkleinern und auch die Wahl von
effizienteren Algorithmen sowie eine auf den Bedarf angepasste Hardware kénnen entscheidende
Punkte bei der Senkung des Ressourcenbedarfs sein. Zusatzlich tragt eine systematische Messung

des Energieverbrauchs zu mehr Transparenz bei.

Die folgenden Beispiele zeigen typische Situationen, in denen Green-Al-Prinzipien eine besondere
Rolle spielen und in denen sich die in den folgenden Abschnitten beschriebenen Ansatze zur Wieder-
und Weiterverwendung von Modellen, zur Modellkompression und zu sonstigen MaBnahmen konkret

anwenden lassen:

€ Einfiihrung eines groBen Sprachmodells fiir interne Wissenssuche, bei der statt eines von Grund
auf neu trainierten Modells ein bestehendes Sprachmodell per Transfer Learning und LoRA-
Fine-Tuning an Unternehmensdaten angepasst wird. Durch gezielte Modellkompression und
eine geeignete Betriebsumgebung werden sowohl Infrastrukturkosten als auch Energieverbrauch
reduziert.

&€ Einsatz von Kl fiir vorausschauende Wartung (Predictive Maintenance), bei dem ein aus einem
groBeren Basismodell abgeleitetes und komprimiertes Modell direkt auf Edge-Gerdten oder
Industrie-PCs ausgefiihrt wird, sodass Rechenaufwand, Bandbreite und Energieverbrauch im
laufenden Betrieb gering bleiben und gleichzeitig Wartungszyklen optimiert werden kdnnen.

€ Aufbau einer internen Modellsuite, in der ein zentrales Basismodell fiir mehrere Produktlinien
wiederverwendet wird und pro Anwendungsfall nur klein dimensionierte Adapter oder fein-
justierte Teilmodelle trainiert werden, anstatt fiir jede Aufgabe ein vollstandig neues Modell
aufzubauen.

€ Nutzung von Cloud-Ressourcen fiir das (Weiter-)Training von Modellen, bei der durch
optimierte Trainingsalgorithmen, passende Hardwareprofile und die gezielte Begrenzung
von Trainingsldufen sowohl Kosten als auch CO»-Bilanz aktiv gesteuert und mithilfe von
Monitoring-Werkzeugen messbar gemacht werden.

& Berticksichtigung von Kl-spezifischen Verbrauchen in ESG-Reporting und Nachhaltigkeitsbe-
richten, indem Energieverbrauch und Emissionen zentraler Modelle systematisch erfasst und
die Effekte von Modellrecycling, Kompression und weiteren EffizienzmaBnahmen transparent

ausgewiesen werden.
4.2 Wieder- und Weiterverwendung von Modellen

Ein besonders wirkungsvoller Ansatz im Unternehmensumfeld ist die Nutzung bereits vortrainierter

Modelle anstatt Modelle von Grund auf neu zu trainieren. Dies reduziert Entwicklungszeiten, senkt
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Infrastrukturkosten und verringert den Energiebedarf erheblich. Studien aus verschiedenen Domanen
zeigen, dass Transfer Learning mit vergleichsweise wenigen zusatzlichen Trainingsschritten zu
hoher Performanz fiihrt, wahrend der Energiebedarf im Vergleich zum Neutraining drastisch sinkt
[26], [27]. Praxisleitfaden, etwa aus dem Green Software Patterns Catalog, empfehlen explizit,
vortrainierte Modelle als Standardoption zu prifen, um den Carbon Footprint von Kl-Projekten
zu senken [28]. Dabei treten mitunter neue Zielkonflikte auf: Die Zentralisierung auf wenige
Basis- oder Foundation-Modelle kann Abhangigkeiten von Plattformanbietern verstarken und wirft
Fragen zu Vendor Lock-in, Datensouveranitat und Transparenz der zugrunde liegenden Modelle
auf. Grundséatzlich ist auch zu unterscheiden, ob ein Modell in einem ahnlichen Kontext eingesetzt

oder sein Kontext erweitert werden soll.

4.2.1 Transfer Learning

Die Ubertragung von vorhandenem Kontextwissen auf einen dhnlichen Anwendungsbereich wird
als Transfer Learning bezeichnet. Dies ist vor allem bei kleinen Datensatzen von Vorteil, wenn die
Datenmenge fiir ein vollstandiges Training nicht ausreicht. Zunachst wird das Modell mit einem
groBeren, ahnlich gelagerten Datensatz trainiert (z. B. deutsche Standardsprache), anschlieBend
erfolgt ein Fine-Tuning mit domanenspezifischen Daten (z. B. Fachsprache). Eine moderne und
effiziente Technik dafiir ist Low-Rank Adaptation (LoRA). Hierbei wird im Gegensatz zum klassi-
schen Fine-Tuning nur ein Teil der Modellparameter angepasst, meist einzelne Schichten, was ein
schnelles und ressourcenschonendes Fine-Tuning groBer Modelle erméglicht. LoRA basiert auf der
Beobachtung, dass Gewichtsmatrizen wahrend des Trainings eine niedrige , intrinsische Dimension
einnehmen, was eine einfache Niedrigrangzerlegung erlaubt. Studien zeigen, dass LoRA die Anzahl
der zu trainierenden Parameter fiir ein GPT-3-Modell um den Faktor 10.000 reduziert und den
GPU-Speicherbedarf um das Dreifache verringert [29]. Fir Unternehmen bedeutet dies, dass be-
stehende Modelle sowohl aus Kosten- als auch Umweltgesichtspunkten sinnvoll wiederverwendet und
angepasst werden kénnen. Voraussetzung ist eine hinreichend ahnliche Datenbasis, um negativen
Transfer zu vermeiden. Negativer Transfer meint hier den Leistungseinbruch, der entsteht, wenn
ein vortrainiertes Modell auf neuen Daten genutzt wird, die zu verschieden zu den urspriinglichen

Trainingsdaten sind. In diesem Fall kann es nétig sein, ein Modell ganzlich neu anzulernen.

4.2.2 Continuous Learning

Erfolgt eine Erweiterung des Modellkontexts um neue Anwendungsfalle, wird dies als inkrementelles
Lernen oder Continuous Learning (CL) bezeichnet (vgl. [30]). Idealerweise werden die Anforderungen
friihzeitig definiert, sodass geeignete CL-Methoden direkt von Beginn an eingesetzt werden kénnen.
Im Kontext von Sprachmodellen bezeichnet CL die Fahigkeit eines Modells, bestandig Wissen zu
erweitern, indem neues Wissen gezielt mit bereits bestehendem Wissen verkniipft wird, sodass das

Modell sich kontinuierlich verbessert und an neue Sprache und Inhalte anpasst, ohne zuvor Erlerntes
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zu vergessen. Eine groBe Herausforderung hierbei ist das sogenannte Catastrophic Forgetting
(CF), bei dem frithere Lerninhalte iiberschrieben werden, sobald neue Daten integriert werden [31].
Dies fiihrt zu einem bekannten Dilemma [32]: Einerseits sollen neue Tasks hinreichend flexibel
angelernt werden konnen, d.h. das Modell muss hinreichend plastisch sein. Andererseits soll aber
auch bereits vorhandenes Wissen hinreichend konserviert werden, wodurch das Modell auch eine
gewisse Stabilitdt gewahrleisten muss. Da sich beide Aspekte gegenseitig beeinflussen, muss hier eine
geeignete Balance gefunden werden. Dies erfolgt Giber Regularisierungsmethoden, Replay-Verfahren
und architekturbezogene Anpassungen [30]. Wegen des hohen Ressourcenbedarfs fiir fortlaufendes
Training groBer Sprachmodelle ist eine effiziente Ressourcennutzung essenziell, was fiir kleinere
Organisationen eine Herausforderung darstellen kann. Kleinere, spezialisierte oder lokal gehostete

Modelle kénnen hier eine Alternative darstellen, ebenso wie gezielte Modellkompression.
4.3 Modellkompression

Unter Modellkompression werden Techniken zusammengefasst, die gezielt zur Verkleinerung groBer,
ressourcenintensiver KI-Modelle angewendet werden, um deren Speicherbedarf und Rechenanfor-
derungen zu reduzieren sowie gleichzeitig die Leistungsfahigkeit moglichst gut zu erhalten [33].
Ziel ist es, KI-Modelle auch in ressourcenlimitierten Umgebungen wie mobilen Gerdten oder Edge-
Computing effizient nutzbar zu machen, wodurch es sich auch um eine wesentliche Schliisseltechnik

zur Demokratisierung von Kl handelt. Wichtige Kompressionsverfahren umfassen unter anderem:

€ Pruning: Entfernen unnétiger Verbindungen oder ganzer Schichten eines Netzes [34],[35],[33].
Praktisch eignet sich Pruning insbesondere, um Modelle fiir Edge- und Predictive-Maintenance-
Szenarien zu verschlanken, sodass Zustandsiiberwachung direkt auf Industrie-PCs oder einge-
betteten Systemen mit geringerer Latenz und weniger Energieverbrauch méglich wird.

¢ Quantisierung: Reduktion der numerischen Prazision der Modellparameter (z. B. von 32-Bit
auf 8-Bit) [36],[33]. Quantisierung hilft vor allem dort, wo vorhandene Hardware weiterge-
nutzt werden soll, etwa bei internen Sprachmodellen zur Wissenssuche: Durch reduzierte
numerische Prazision sinken Speicher- und Rechenbedarf, ohne dass zwingend ein spiirbarer
Qualitatsverlust entsteht.

¢ Knowledge Distillation: Ubertragung von Wissen eines groBen Modells auf ein kleineres
[37],[38].,[33]. Knowledge Distillation kann genutzt werden, um aus einem groBen, universellen
Basismodell mehrere kleinere, auf konkrete Aufgaben zugeschnittene Modelle abzuleiten, die
sich effizient in einer internen Modellsuite betreiben und gezielt fiir verschiedene Fachbereiche
oder Produkte einsetzen lassen.

¢ Low-Rank-Dekomposition: Zerlegung komplexer Gewichtsmatrizen in kleinere Komponenten
(vgl. LoRA unter 4.2) [29],[33]. Low-Rank-Dekomposition und darauf aufbauende Verfahren

wie LoRA sind insbesondere dann hilfreich, wenn ein gemeinsames Grundmodell fiir viele
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Anwendungsfalle erhalten bleiben soll, Anpassungen aber in Form schlanker Adapter erfolgen

sollen, die sich schnell trainieren und ressourcenschonend ausrollen lassen.

In der Unternehmenspraxis entfalten diese Modellkompressionstechniken ihre Niitzlichkeit vor allem
dadurch, dass sie leistungsfahige Modelle unter realen Randbedingungen handhabbar machen. Durch
das gezielte Verkleinern von Modellen kdnnen Speicherbedarf, Rechenaufwand und Energieverbrauch
deutlich reduziert werden, ohne die Modellgiite unverhaltnismaBig stark zu beeintrachtigen. Dies
erleichtert nicht nur den Betrieb auf bestehender Infrastruktur oder ressourcenbeschriankten Geraten
(z. B. Edge- oder Industrie-Hardware), sondern senkt auch laufende Kosten und unterstitzt
Nachhaltigkeits- und ESG-Ziele.

Gleichzeitig ermoglichen komprimierte Modelle, dass ein einzelnes groBes Basismodell in Form
kleinerer, spezialisierter Varianten fiir unterschiedliche Anwendungsfalle genutzt werden kann. Statt
fur jede Aufgabe ein neues, groBes Modell zu trainieren, lassen sich so mehrere schlanke Modelle
betreiben, die auf einem gemeinsamen Wissensstand aufbauen und effizient angepasst werden
kénnen. Modellkompression ist damit ein zentraler Baustein, um Wieder- und Weiterverwendung

von Modellen, wirtschaftliche Tragfahigkeit und 6kologische Verantwortung zusammenzubringen.
4.4 Weitere MalBnahmen

Neben der Weiter- und Wiederverwendung von Modellen sowie der gezielten Verkleinerung groBer
Modelle durch Modellkompression gibt es weitere MaBnahmen zur effizienteren Nutzung von
Ressourcen. Dazu zahlen vor allem die Entwicklung und Anwendung effizienterer Algorithmen, die
den Rechenaufwand und somit auch den Ressourcenbedarf deutlich reduzieren kénnen. Solche
Algorithmen umfassen beispielsweise adaptive und selbstlernende Systeme, die sich dynamisch an
veranderte Bedingungen anpassen und somit Ressourcen optimal einsetzen kénnen. Erganzend
spielen Hardware-Optimierungen eine wesentliche Rolle, beispielsweise spezialisierte Chips, die
explizit fir bestimmte Kl-Aufgaben entwickelt wurden und somit besonders energieeffizient arbeiten.
Ein weiterer Punkt ist die Messung und Uberwachung des Energieverbrauchs von Kl-Systemen,
wodurch gezielt Einsparpotenziale erkannt werden kénnen. Alle in diesem Abschnitt genannten
MaBnahmen kdénnen zusatzlich zur nachhaltigen Gestaltung von KIl-Anwendungen beitragen und

auch kombiniert werden.

4.5 Fazit

Die Integration von Responsible Al und insbesondere Green Al ist fiir Unternehmen heute unerlasslich.
Aktuelle Diskussionen um stark steigende Emissionen groBer Cloud-Anbieter — etwa der deutliche
Anstieg bei Google aufgrund wachsender Kl-Last — verdeutlichen, dass Green Al kein Nischenthema
ist, sondern ein zentraler Bestandteil verantwortungsvoller Unternehmensstrategien [39]. Nachhal-

tigkeitsstrategien fordern langfristig Wettbewerbsfahigkeit und starken das Unternehmensimage.
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Empfohlene Ansatze aus aktuellen Leitfaden zielen auf die Reduktion von Umweltbelastungen
wie CO2-AusstoB und Ressourcenverbrauch ab und ermdglichen zugleich wirtschaftliche Vorteile.
Anstatt Modelle neu zu entwickeln, sollte immer vorab gepriift werden, ob nicht bereits vorhandene
Modelle gezielt recycelt und durch Fine-Tuning, spezielle Lernmethoden, dynamische Architektur
und MaBnahmen zur Erweiterung bzw. Komprimierung von Modellen effizient und vorausschauend
angepasst werden kdnnen. Optimierte Algorithmen und passende Hardware tragen zusatzlich zur
Energieeinsparung bei. Verantwortungsvolles Monitoring schafft dabei eine transparente Grundlage
fur die Bewertung unternehmerischer und gesellschaftlicher Kosten und starkt das Vertrauen aller Be-
teiligten. Letztlich ist die Balance zwischen Leistungsfahigkeit und Ressourceneinsatz entscheidend:
Wahrend groBe Modelle mehr Ressourcen bendtigen, sind kleinere, modulare und komprimierte
Ansatze haufig ausreichend. Eine starke Zentralisierung auf wenige Basis-Modelle wirft zudem
Fragen zu Abhangigkeiten, Datensouveranitat und Transparenz auf. Fiir eine erfolgreiche Integration
von Green Al sollten Unternehmen Energieverbrauch und Emissionen gezielt nachhalten, interne
Richtlinien fiir Modell-Recycling etablieren sowie Entscheidungen immer mit vorausschauendem
Blick auf Genauigkeit, Kosten, Umweltwirkung und Risiken treffen. Ansatze wie LoRA bieten Wege
fur eine modulare, flexible und ressourcenschonende Modellentwicklung. Green Al bewirkt somit
nicht nur 6kologische Verbesserungen, sondern erméglicht auch Kosteneinsparungen, starkt die

Wettbewerbsfahigkeit und sichert die Zukunftsfahigkeit von Unternehmen.
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5 Lokale Modelle (On-Prem/Edge) im Responsible-Al-Kontext

Vor der breiten Anwendung groBer Cloud-basierter Sprachmodelle war der Einsatz von Kl in Un-
ternehmen in vielen Fallen bereits ein vollstandig lokales Thema z.B. in Form von eingebetteten
Systemen in Maschinen, Fahrzeugen oder Produktionsanlagen. Mit der Verfligbarkeit leistungsfahi-
ger generativer Modelle hat sich der Fokus jedoch verschoben: Viele Organisationen testen zunachst
Cloud-LLMs, stehen dann aber vor der strategischen Frage, welche Teile ihrer Kl-Landschaft
langfristig in der Cloud, on-premise oder direkt an der , Edge" betrieben werden sollen. Gerade
fur kleine und mittlere Unternehmen (KMU) geht es dabei nicht nur um technische Leistungsfa-
higkeit, sondern auch um Fragen der Datensouveranitat, der Abhangigkeit von Anbietern und der

langfristigen Betriebskosten.

Unter ,lokalen Modellen” verstehen wir in diesem Kapitel KI-Systeme, die vollstandig in der
eigenen Infrastruktur (On-Premise) oder direkt auf Geraten und Maschinen (Edge) ausgefiihrt
werden, im Gegensatz zu rein Cloud-basierten Kl-Diensten. Lokale LLMs und Edge-Al ermdglichen
es, sensible Daten im eigenen Verantwortungsbereich zu halten, Entscheidungen mit minimaler
Latenz zu treffen und Modelle tiefgreifend an unternehmensspezifische Anforderungen anzupassen.
Gleichzeitig bringen sie eigene Herausforderungen mit sich: Investitionen in Hardware, Betriebs-
und Wartungsaufwand sowie die Notwendigkeit, internes Know-how fiir Auswahl, Betrieb und

Absicherung dieser Systeme aufzubauen.

Im Responsible-Al-Kontext sind lokale Modelle ein wichtiger Baustein, um mehrere der zuvor
diskutierten Dimensionen zusammenzufiihren: Sie unterstiitzen Datensouveranitat und Datenschutz
(z. B. im Lichte von DSGVO und EU Al Act), erméglichen domanenspezifische Optimierungen und
kénnen, in Kombination mit geeigneten ModellgréBen und -architekturen, einen Beitrag zu Green
Al leisten, indem Rechenaufwand und unnétige Datenbewegungen reduziert werden. Gleichzeitig
miissen Unternehmen abwagen, wann lokale Lésungen tatsachlich Vorteile bringen und in welchen

Szenarien Cloud-Angebote weiterhin sinnvoll sind.

5.1 Definitionen lokaler Modelle

Lokale KI-Modelle sind KI-Systeme, die vollstandig in der eigenen Infrastruktur eines Unternehmens
oder direkt auf Endgeraten (Edge-Geraten) betrieben werden — im Gegensatz zu Cloud-basierten
Kl-Diensten externer Anbieter. Bei einem On-Premise-Modell 1auft das KI-Modell auf eigenen
Servern oder im Rechenzentrum der Organisation, wodurch alle Modelldaten (Gewichte, Eingaben
und Ausgaben) im Unternehmensnetz verbleiben [40]. Dies gibt dem Unternehmen volle Kontrolle
iber das Modell inklusive Updates, Konfiguration und Skalierung und garantiert, dass sensible Daten

das eigene Netzwerk nicht verlassen. Dadurch entfallen Abhangigkeiten von externen Kl-Services
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wie Vendor-Lock-in, Ausféllen oder plétzliche API-Preisanderungen von Drittanbietern [41]. Edge-
Modelle hingegen sind direkt auf dezentralen Geraten oder Maschinen z. B. in Fertigungsanlagen,
Fahrzeugen oder loT-Geréten integriert [42]. Sie fiihren KI-Berechnungen vor Ort in Echtzeit durch,
ohne kontinuierliche Verbindung zur Cloud. Dies reduziert Latenzzeiten, spart Bandbreite und erhdht
die Ausfallsicherheit, da die Inferenz auch bei begrenzter oder unterbrochener Internetanbindung

weiterlauft.

Im Vergleich zu Cloud-basierten Kl-Diensten (bei denen ein externer Anbieter das Modell in seiner
Cloud bereitstellt) bieten lokale Modelle somit insbesondere Vorteile bei Datenschutz, Kontrolle
und Anpassbarkeit [43]. Cloud-LLMs zeichnen sich dagegen durch schnelle Einsatzbereitschaft und
einfache Skalierbarkeit aus. Neue Kl-Funktionen lassen sich dort sofort per API einbinden, ohne
eigene Hardware beschaffen zu miissen. Allerdings missen Unternehmen bei Cloud-Lésungen in
Kauf nehmen, dass Daten das eigene sichere Netz verlassen und auf fremden Servern verarbeitet

werden. Die folgende Gegeniiberstellung verdeutlicht die Unterschiede:

¢ Datenkontrolle & Sicherheit: Lokale LLMs bieten volle Datensouveranitat — alle Datenver-
arbeitungen erfolgen im eigenen, kontrollierten Umfeld, was sie ideal macht fiir sensible oder
regulierte Informationen. Bei Cloud-LLMs verbleibt die Sicherheitsverantwortung groBtenteils
beim Anbieter; trotz hoher Cloud-Sicherheitsstandards werden die Daten lber das Internet
an Rechenzentren (ibertragen und unterliegen dortigen Zugriffsrisiken

€ Anpassbarkeit & Integration: On-Premise-Modelle lassen sich tiefgreifend anpassen, z.B.
durch Fine-Tuning mit firmeneigenen Daten, eigene Tokenizer oder Modifikationen an der
Modellarchitektur. Diese Flexibilitat erlaubt es, Domanenwissen und firmenspezifische Anforde-
rungen direkt im Modell abzubilden. Cloud-Angebote bieten hingegen meist nur eingeschrankte
Anpassungsmoglichkeiten (oft beschrankt auf vom Anbieter bereitgestellte Parameter oder
Fine-Tuning-APlIs).

¢ Leistung & Latenz: Lokal betriebene KI-Modelle reagieren oft mit minimaler Latenz, da
keine Netzwerkiibertragung nétig ist. Besonders bei Echtzeitanwendungen (etwa in Fahrzeu-
gen oder Produktionsanlagen) ist dies kritisch. Cloud-Modelle weisen demgegeniiber eine
netzwerkbedingte Verzégerung auf und ihre Performance hangt von der Internetanbindung
sowie der Auslastung des Anbieter-Servers ab.

¢ Skalierbarkeit & Betriebsaufwand: Cloud-Services erlauben eine sofortige Skalierung nach
Bedarf (automatisches Hinzufiigen von Rechenressourcen) und erfordern anfangs geringere
Investitionen. On-Premise-Ldsungen bieten zwar konsistente, dedizierte Rechenleistung, mis-
sen aber bei wachsendem Bedarf manuell durch zusétzliche Hardware ausgebaut werden. Das
bedeutet hohere Initialkosten (fiir Server, GPUs, Speicher) und laufenden Wartungsaufwand
im eigenen Haus. Dafiir kdnnen bei dauerhaft intensiver Nutzung die Gesamtkosten planbarer

und langfristig sogar geringer sein als bei nutzungsbasierten Cloud-Gebiihren
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5.2 Datensouveranitat, Datenschutz und Compliance

Ein entscheidender Vorteil lokaler KI-Modelle ist die Wahrung der Datensouveranitat. Unternehmen
behalten die volle Kontrolle dariiber, wo und wie ihre Daten durch Kl verarbeitet werden. Im
Gegensatz zu Cloud-Diensten, bei denen Eingabedaten das Unternehmen verlassen und auf fremder
Infrastruktur verarbeitet werden, bleiben bei einem lokal betriebenen Modell sdmtliche Daten im
eigenen Verantwortungsbereich. Dies erleichtert die Umsetzung von Privacy-by-Design: Daten-
schutz wird von vornherein technisch integriert. So kdénnen selbst streng vertrauliche Informationen
wie geheime Entwicklungsdokumente in einer Firma oder Patientendaten im Krankenhaus durch
KI-Systeme analysiert werden, ohne dass ein Risiko des externen Abflusses besteht [44]. Konkret
bedeutet das: Wenn KI-Systeme auf eigenen Servern oder in einem inldndischen Rechenzentrum
laufen, kdnnen Firmen sicherstellen, dass alle personenbezogenen Daten gemaB DSGVO geschiitzt
bleiben. Rechtliche Grauzonen beim Einsatz von Cloud-KI (etwa ob Anbieter im Drittland Zugriff
haben konnten) werden so vermieden. Die rechtliche Compliance in Bezug auf Datenschutz ist da-
durch deutlich einfacher zu erreichen — insbesondere in datensensiblen Branchen (Gesundheitswesen,

Finanzen, offentlicher Sektor), wo Cloud-Lésungen oft an regulatorische Grenzen stoBen.
5.3 Domanenspezifische Optimierung: Fine-Tuning und RAG

Neben dem Datenschutzaspekt erlaubt der lokale Betrieb auch, doméanenspezifisches Wissen optimal
zu integrieren. Unternehmen koénnen ihre Kl-Modelle gezielt auf den eigenen Anwendungsfall
zuschneiden. Wahrend dies bei klassischen KI-Modellen im Vergleich zu generativer Kl haufig der
Normalfall ist, werden generische Cloud-LLMs darauf trainiert sind, breit anwendbar zu sein. Lokale
LLMs koénnen stattdessen mit branchenspezifischen Daten, Fachterminologie und Dokumenten
angereichert werden. Auch fiir Edge-KI Anwendungen kann es ebenfalls allgemeinere oder bereits
trainierte Modelle geben, die jedoch in den meisten Fallen nicht direkt verwendet werden koénnen
und an die spezifischen Daten z.B. von Sensoren oder den zu klassifizierenden Objekte angepasst
werden missen. Dadurch befindet man sich eher im Bereich der Wieder- und Weiterverwendung von
Modellen (s. Kapitel 4.2), weshalb der Fokus dieses Abschnitts auf generativer KI und LLMs liegt.
Fir generative Kl gibt es zwei Hauptansatze fiir doménenspezifische Optimierung: Fine-Tuning
des Modells mit eigenen Trainingsdaten und Retrieval-Augmented Generation (RAG) mittels

unternehmenseigener Wissensdatenbanken [45].

Durch Fine-Tuning auf firmeninterne Textcorpora lasst sich ein Sprachmodell beispielsweise
auf juristische Fachsprache, medizinische Befunde oder technischen Jargon ,.einstimmen®. Die
Folge ist, dass das Modell prazisere und relevantere Ergebnisse in diesem Spezialgebiet liefert als
ein allgemeines Modell. Zielgerichtetes Fine-Tuning vortrainierter Sprachmodelle kénnen massive
Performance-Gewinne bei spezifischen Textklassifizierungsaufgaben bringt. Dieses Prinzip findet

heute bei LLMs breite Anwendung. On-Premise-Modelle vereinfachen solche Anpassungen erheblich:
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Da die Modellgewichte verfiigbar sind, kann man beliebige zusatzliche Trainingsdaten einspielen und
sogar die Architektur anpassen oder spezielle Tokenizer verwenden, um firmenspezifische Begriffe
optimal zu verarbeiten. Ein Cloud-LLM bietet diese Tiefe der Anpassung oft nicht; dort ist man
auf die vordefinierten Funktionen des Anbieters beschrankt. In einer lokalen Umgebung hingegen
kann das KIl-Team das Modell beispielsweise mit historischen Unternehmensdaten weitertrainieren,
sodass es firmeneigene Produktnamen, interne Abkiirzungen und Richtlinien ,versteht”. Auch
mehrsprachige Anpassungen sind moglich: Hat eine Organisation z.B. viel deutschsprachiges Wissen,
kann sie ein mehrsprachiges Open-Source-Modell auf Deutsch feinjustieren oder ein bereits deutsch
optimiertes Modell einsetzen, um bessere Ergebnisse in unserer Sprache zu erzielen. Die europaische
KI-Startup-Szene bringt solche Modelle hervor — etwa Mistral Al aus Frankreich, deren LLM-Variante
gezielt auf europaische Mehrsprachigkeit und Datenschutz ausgelegt ist. Deren Modelle laufen auf
europaischer Infrastruktur und enthalten beim Training umfangreiche deutsch-, franzésisch- usw.

sprachige Daten, was zu kulturell und fachlich passenderen Ergebnissen fiihrt.

Eine weitere Stirke von On-Premise-Modellen ist die Integration ins bestehende IT-Okosystem,
wodurch Unternehmen ihre LLMs mit internen Datenquellen wie Datenbanken, Wissensmanagement-
Systeme oder Dokumentenarchive koppeln kénnen. Mit Retrieval-Augmented Generation (RAG)
kann etwa ein lokales Modell bei Bedarf die firmeneigene Wissensdatenbank abfragen, um aktuelle
Fakten oder Richtlinien in seine Antwort einflieBen zu lassen. Auf diese Weise wird das LLM
gewissermaBen zu einem unternehmensspezifischen Wissensspeicher, der die firmeneigene Termino-
logie und Praxis beherrscht. All das geschieht auBerdem innerhalb der geschiitzten Umgebung der
Organisation, sodass sdmtliche Daten intern auf den eigenen Servern bleiben und dadurch die eigene
Datensouveranitat sicherstellt. Der Vorteil von RAG im Vergleich zum Fine-Tuning besteht also
darin, dass sich der Datenbestand kontinuierlich erweitern lasst, wahrend ein Fine-Tuning auf einem
bestimmten, zum Trainingszeitpunkt eingefrorenen Wissensstand basiert. Wenn sich das verfiigbare
Wissen eines Unternehmens erweitert, genligt mit RAG eine Aktualisierung der Datenbanken und
es muss nicht das gesamte Modell erneut trainiert werden. Diese Freiheit fihrt im Umkehrschluss
aber auch dazu, dass man mit RAG im Vergleich zu einem Fine-Tuning weniger Einfluss auf die
»natirlichen” bzw. antrainierten Fahigkeiten des Modells hat. Man fiigt jedem Prompt lediglich
einen domanenspezifischen Kontext hinzu, wodurch sich zusatzlich auch die notwendige Bandbreite
im Unternehmensnetzwerk erhéhen kann. Auf Grund der hohen Flexibilitat Iasst sich RAG aber
auch technisch einfach bestehende On-Premise Architekturen integrieren, sodass Pilotprojekte mit

RAG schneller ausgerollt werden kénnen.

Die beiden Ansatze lassen sich natlrlicherweise auch kombinieren, indem konstantes bzw. we-
nig veranderliches und essentielles Wissen sowie striktere Vorgaben an Stil und Sprache fiir ein
Fine-Tuning verwendet werden und veranderliches bzw. erweiterbares Wissen mittels RAG aus
Wissensdatenbanken abgefragt wird. Zusammengefasst starken lokale Modelle also die Datenho-

heit und ermoglichen es, KI maBgeschneidert auf Branchen- und Unternehmensanforderungen
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zuzuschneiden. Durch Privacy-by-Design konnen vertrauliche Informationen sicher genutzt werden,

und dank Feinanpassung an Domanenwissen erzielen diese Modelle oft hohere Genauigkeit und

Relevanz in speziellen Aufgaben als generische Kl-Dienste. Dies ist ein wesentlicher Faktor, um Ki

im Unternehmenskontext verantwortungsvoll und effektiv einzusetzen.

5.4 Einsatzbereiche lokaler Modelle

Trotz des hoheren Betriebs- und Wartungsaufwands entscheiden sich viele Unternehmen fiir

lokale KI, wenn Datenschutz/Datensouveranitdt, geringe Latenz oder doméanenspezifische

Anpassungen im Vordergrund stehen. Die folgenden Beispiele skizzieren typische Einsatzfelder fiir

lokale LLMs (On-Premise) und Edge-Al in der Unternehmenspraxis:

€

Industrie 4.0: In Fertigungs- und Produktionsumgebungen werden Edge-KI-Modelle insbe-
sondere fir Qualititskontrolle (z. B. visuelle Inspektion mit Kameras direkt an der Linie) und
pradiktive Wartung (engl. predictive maintenance) eingesetzt. Sensordaten und Bilddaten
werden vor Ort ausgewertet, um frithzeitig VerschleiB oder Anomalien zu erkennen, ohne groBe
Datenmengen kontinuierlich in die Cloud iibertragen zu missen. Das erméoglicht Echtzeitreak-
tionen, reduziert Bandbreitenbedarf und erhéht die Robustheit bei Verbindungsstorungen.
Automotive: Moderne Fahrzeuge integrieren KI-Systeme lokal an Bord, etwa fiir Fahreras-
sistenzsysteme und Funktionen mit (teil-)autonomem Verhalten. Hier ist Edge-Al zentral,
weil sicherheitskritische Entscheidungen in Millisekunden getroffen werden miissen (z. B.
Objekterkennung, Spurhalten, Notbremsung) und Cloud-Latenzen nicht tolerierbar sind. Die
lokale Verarbeitung von Kamera- und Sensordaten erhéht zudem die Ausfallsicherheit (z. B.
in Funkléchern) und schiitzt die Privatsphare, da Rohdaten der Fahrumgebung das Fahrzeug
nicht verlassen.

Kundenservice & interne Assistenzsysteme: Viele Organisationen setzen auf sprachba-
sierte Assistenzsysteme, etwa Chatbots fiir Kundenanfragen oder interne Wissensassistenten.
Beim lokalen Hosting von LLM-basierten Systemen kénnen auch vertrauliche Inhalte (z. B.
Kundendaten, interne Dokumente, geschiitzte Prozessinformationen) verarbeitet werden, ohne
Daten an Dritte weiterzugeben. Das ist besonders relevant in regulierten Bereichen (z. B.
Finanzsektor, offentlicher Sektor), in denen Datenfliisse und Zugriffsrechte streng kontrol-
liert werden missen. Typische Einsatzfélle sind die Unterstiitzung im Technical Support,
die automatische Beantwortung wiederkehrender Anfragen oder die Recherche in internen
Wissensbestanden.

Gesundheitswesen: In Kliniken und Telemedizin unterstiitzen lokal betriebene KI-Modelle
u.a. medizinische Assistenzsysteme (z. B. Entscheidungsunterstiitzung bei Diagnostik/Thera-
pie) sowie die Patienteniiberwachung liber vernetzte Medizingerate. Edge-Al kann Vitaldaten

in Echtzeit auswerten und bei Auffalligkeiten unmittelbar alarmieren. Durch die Verarbeitung
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innerhalb der Krankenhausinfrastruktur lassen sich Datenschutz- und Schweigepflichtanfor-
derungen besser umsetzen (Privacy-by-Design), sodass KI-Anwendungen auch in besonders

sensiblen Kontexten compliance-gerecht betrieben werden kdénnen.

In der Praxis ist dabei haufig ein hybrider Ansatz sinnvoll: Fiir schnelle Pilotierung und erste
Experimente kann ein Cloud-Modell Vorteile bieten (Skalierung, geringe Einstiegshiirden). Fir
produktive, sensible oder latenzkritische Use Cases werden anschlieBend haufig kleinere, feinjustierte
Modelle on-premise oder an der Edge betrieben. Damit lassen sich Innovationsgeschwindigkeit und

Kontrolle tiiber Daten, Betrieb und Compliance in einer Gesamtarchitektur zusammenfiihren.
5.5 Beitrag zu Green-Al: Energieeffizienz und Nachhaltigkeit

Wie bereits in Kapitel 4 dargestellt, sind nicht nur die Rechenleistung sondern auch die ,,Klima-Bilanz"
wichtig beim Einsatz von Kl-Modellen. Edge-Al-Ansétze und kleine, spezialisierte On-Premise
LLM/LMM sind hierbei also wichtiger Bausteine fiir mehr Nachhaltigkeit. Anstatt fiir jede Aufgabe
ein riesiges Modell von Grund auf neu zu trainieren, kann die Wiederverwendung vortrainierter
Modelle sowie deren gezielte Feinanpassung den Rechenaufwand drastisch senken. Es empfiehlt
sich daher vortrainierte KI-Modelle als Standardoption in Projekten zu priifen, um den Carbon
Footprint zu reduzieren. Fiir Unternehmen ergibt sich so ein doppelter Nutzen: Durch die Nutzung
vorhandener Basismodelle (z.B. unternehmensweite Foundation-Modelle fiir Text-, Bild- oder
Prognoseaufgaben) lassen sich Infrastrukturkosten einsparen, die Time-to-Market verkiirzen und
gleichzeitig Emissionen reduzieren. Die zentrale Nutzung einiger weniger groBer Modelle birgt zwar
Risiken (etwa Abhangigkeit von einzelnen Anbietern und mégliche Transparenzprobleme bei deren
Training), doch dem kann man mit distillierten oder spezialisierten kleineren Modellen begegnen.
Diese sind auf spezielle Aufgaben oder Doménen optimiert und kénnen oft mit einem Bruchteil
der Rechenressourcen ahnlich gute Ergebnisse erzielen. Ein bewusster Balanceakt ist notig, um fir
jede Anwendung die kleinstmogliche ModellgréBe zu wahlen, die noch ausreichende Leistung bringt.

Damit wird unnétiger Rechenaufwand vermieden.

Zusatzlich entfallt bei Edge-Al die permanente Datenlibertragung an zentrale Server: Werden
Daten direkt an der Quelle verarbeitet (z. B. Sensordaten in einer Anlage oder Videodaten in
einem Fahrzeug), spart dies auch die Energie, die fir das Senden, Empfangen und Speichern
groBer Datenstrome in Rechenzentren anfallt. In der Automobilindustrie etwa reduzieren lokale
KI-Systeme den Bedarf, Fahrzeugdaten in die Cloud zu schicken, und senken so Kosten und
Energie fiir Dateniibertragung und schnelle Diagnosen kdnnen direkt vor Ort stattfinden. Ferner
erlauben Edge-Gerate oft eine optimierte Hardware-Beschleunigung: Spezialisierte Kl-Chips
(z. B. NPUs in Smartphones oder FPGAs/ASICs in loT-Geraten) kénnen Inferenz mit deutlich

geringerem Stromverbrauch pro Operation durchfiihren als allgemeine Rechenzentren-CPUs oder
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GPUs. Dadurch werden KI-Funktionen energieeffizient ,,an der Edge" ausgefiihrt, was in Summe

den Stromverbrauch senken kann, insbesondere wenn viele Geréte parallel arbeiten.

Zusammenfassend lasst sich sagen, dass lokale und kleinere Kl-Modelle die Nachhaltigkeit durch
geringeren Ressourcenverbrauch, Vermeidung unnétiger Datenbewegungen und effizientere
Hardware-Nutzung fordern. Sie erméglichen es Unternehmen, Kl-Innovationen umzusetzen und
gleichzeitig den CO»-FuBabdruck ihrer KI-Systeme zu minimieren — ein wichtiges Kriterium verant-

wortungsvoller Unternehmensfiihrung.
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6 Zusammenfassung & Ausblick

Responsible Al beschreibt den Anspruch, Kl-Systeme so zu entwickeln und zu nutzen, dass sie
rechtssicher, nachvollziehbar, nachhaltig und datensouveran in die Wertschopfung integriert werden
konnen. Im Unternehmensalltag heiBt das: Kl ist nicht nur ein IT-Thema, sondern beeinflusst Prozes-
se, Produkte, Verantwortung und Reputation gleichermaBen. Der entscheidende Perspektivwechsel
lautet daher nicht mehr ,Setzen wir Kl ein?", sondern ,Wie setzen wir Kl verantwortungsvoll,
regelkonform und dauerhaft tragfahig ein?*. Responsible Al biindelt rechtliche Vorgaben, ethische
Leitplanken, 6kologische Ziele und gesellschaftliche Erwartungen zu einem handhabbaren Rah-
men, der sowohl Risiken reduziert als auch Wertschopfung ermdglicht: Wer systematisch vorgeht,
senkt Haftungs- und Reputationsrisiken, verbessert die Entscheidungsqualitdt und schafft die

Voraussetzungen, Kl verlasslich zu skalieren.

Im européischen Kontext ist der EU Al Act dabei ein zentraler Orientierungspunkt, weil er Pflichten
risikobasiert an der Kritikalitat einer Anwendung ausrichtet. Fiir Unternehmen bedeutet das vor allem,
Kl-Anwendungen sauber einzuordnen: Welche Einsatze sind unzulassig, welche potenziell hochriskant
und welche fallen in weniger kritische Bereiche? Eng damit verbunden ist die Rollenklarung, ob ein
Unternehmen als Anbieter (entwickelt, modifiziert oder bringt Kl unter eigener Marke in Umlauf)
oder als Betreiber (setzt eingekaufte Kl ein) auftritt. Diese Unterscheidung ist praktisch relevant,
weil sie Umfang und Tiefe von Pflichten, Dokumentation und Verantwortlichkeiten bestimmt. Aus der
Einordnung folgen typische Umsetzungsbausteine wie Risikopriifung und -management, technische
Dokumentation und gegebenenfalls Registrierung. Hinzu kommen Transparenzanforderungen, etwa
wenn mit Kl interagiert wird oder synthetische Inhalte ein Tauschungspotenzial haben, sowie der
Aufbau von Al Literacy: Mitarbeitende miissen im angemessenen Umfang befahigt werden, KI

sachgerecht zu nutzen und Risiken zu erkennen.

Neben der Regulierung bleibt Datenschutz ein Kernbaustein, insbesondere bei automatisierten
Entscheidungen mit erheblicher Wirkung. Hier zahlen belastbare Rechtsgrundlagen, Datenmini-
mierung, Zweckbindung und Privacy-by-Design zu den wichtigsten Leitplanken. Erganzend spielen
unternehmensrechtliche Anforderungen eine Rolle, etwa der Schutz von Geschaftsgeheimnissen und
geistigem Eigentum. Gerade bei externen, generativen Kl-Services steigt das Risiko ungewollter
Preisgabe sensibler Informationen oder eines Kontrollverlusts iiber Datenfliisse, Modelle und Up-
dates. Deshalb braucht Responsible Al ein integriertes Governance-Framework, das rechtliche und
technische Risikoanalysen, Priifungen auf Verzerrungen, klare Dokumentations- und Freigabeprozes-
se, menschliche Aufsicht, Security- und DatenschutzmaBnahmen sowie kontinuierliches Monitoring
im Betrieb zusammenfiihrt. KI wird damit nicht ,,irgendwie"” eingefiihrt, sondern als steuerbares

System mit klaren Zusténdigkeiten (iber den gesamten Lebenszyklus.
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Ein weiterer zentraler Hebel ist Erklarbarkeit, weil viele leistungsfahige Modelle von auBen schwer
nachvollziehbar sind. Erklarbarkeit adressiert das Spannungsfeld zwischen Automatisierung und
Verantwortung, indem sie sichtbar macht, wie Ergebnisse zustande kommen und welche Faktoren
Entscheidungen beeinflussen. Dabei ist es wichtig, zwischen Transparenz (Einblick in Ablaufe, Daten
und Dokumentation), Interpretierbarkeit (von sich aus verstandliche Modelle) und Erklirbarkeit
(Methoden, die Entscheidungen fiir konkrete Falle nachvollziehbar aufbereiten) zu unterschei-
den. In der Praxis kommen je nach Kontext modellinterne interpretierbare Ansatze, post-hoc
Erklarungen fiir komplexe Modelle sowie datenbezogene Analysen (z. B. Verzerrungen, AusreiBer,
Reprasentativitat) zum Einsatz. Fiir Unternehmen ist Explainable Al geschéaftsrelevant, weil sie
Vertrauen und Akzeptanz erhoht, die Kommunikation zwischen Fachbereichen und Management
erleichtert und Haftungs- sowie Qualitatsrisiken senkt. Wirksam wird Erklarbarkeit jedoch erst, wenn
Mindeststandards (global, lokal, datenbezogen), saubere Verantwortlichkeiten und eine zielgruppen-
gerechte Aufbereitung zusammenkommen, sodass Erklarungen fiir Management, Fachbereiche und

Prifinstanzen tatsachlich nutzbar sind.

Mit der breiten Nutzung groBer Modelle riickt zudem der Ressourcenverbrauch stéarker in den Fokus:
Rechenaufwand, Energiebedarf und damit Kosten steigen, insbesondere bei Training und Betrieb.
Green Al fordert daher, Kl nicht nur nach Leistungskennzahlen, sondern auch nach 6kologischen
Auswirkungen und Effizienz zu bewerten. Fiir Unternehmen ist das eine doppelte Chance, weil
EffizienzmaBnahmen sowohl Kosten senken als auch Nachhaltigkeitsziele unterstiitzen. Praktische
Hebel sind etwa die Wiederverwendung bestehender Modelle statt Neutraining, ressourcenschonende
Adaptionen (Transfer Learning), inkrementelle Updates, Modellkompression fiir den Betrieb sowie
Monitoring und Reporting von Energie- und Ressourceneinsatz. Haufig ist ein pragmatischer Ansatz
am wirksamsten: Ein kleineres oder angepasstes Modell kann fiir den konkreten Prozess ausreichend

sein, wenn es robust, wartbar und wirtschaftlich betreibbar ist.

SchlieBlich sind Architekturentscheidungen ein entscheidender Bestandteil von Responsible Al,
insbesondere wenn Datenschutz, Kontrolle, Latenz oder Ausfallsicherheit kritisch sind. Lokale
Modelle (On-Premise oder Edge) kdnnen Datensouveranitat und Resilienz starken, weil sensible
Daten das eigene Netzwerk nicht verlassen miissen und Updates sowie Konfigurationen kontrolliert
werden konnen. Edge-Ansatze verarbeiten Daten direkt am Gerat oder an der Maschine, reduzieren
Latenzen, sparen Bandbreite und bleiben auch bei schlechter Verbindung funktionsfahig. Cloud-
Losungen bieten dagegen schnelle Einsatzbereitschaft und Skalierung, verlangen jedoch eine
bewusste Steuerung von Datenflissen und Abhangigkeiten. Fiir die Doménenanpassung sind
insbesondere Fine-Tuning und Retrieval-Augmented Generation (RAG) relevant: Fine-Tuning
verankert Unternehmenssprache und Domanenlogik im Modell, wahrend RAG aktuelles, internes
Wissen aus Dokumenten und Wissensbasen kontextuell einbindet. In der Praxis ist haufig ein
hybrider Ansatz sinnvoll, der Exploration und Skalierungsvorteile der Cloud mit kontrollierten

Betriebsformen fiir sensible, regulierte oder produktionskritische Szenarien kombiniert.
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In der Quintessenz entsteht Responsible Al aus der Verkniipfung dieser Dimensionen: Transpa-
renzanforderungen konnen Erklarbarkeit erzwingen, Nachhaltigkeitsziele beeinflussen Modell- und
Betriebsentscheidungen, und Architekturfragen wirken direkt auf Datenschutz, Security und Gover-
nance. Fiir Entscheiderinnen und Entscheider folgt daraus vor allem ein Handlungsprinzip: Nicht
einzelne MaBnahmen isoliert optimieren, sondern eine belastbare Bestandsaufnahme, klare Verant-
wortlichkeiten und einen schrittweisen Umsetzungsplan etablieren, der Rollen, Risiken, Nachweise

und Betriebsrealitat integriert.

Fir Entscheiderinnen und Entscheider liegt der néachste sinnvolle Schritt darin, aus dieser Einordnung
eine Bestandsaufnahme abzuleiten: Wo wird Kl bereits genutzt, welche Risiken und Pflichten
entstehen, welche Nachweise fehlen, und welche Zielbilder sind mittelfristig realistisch? Die folgende
Liste biindelt dafiir konkrete, gut delegierbare Arbeitspakete als Die nachsten Schritte fiir lhr

Unternehmen.

¢ Kl-Landkarte aufbauen: Erstellen Sie ein zentrales Register aller KI-Anwendungen (inkl.
Schatten-IT): Zweck, Prozessbezug, kritische Entscheidungen, Modell-/Tool-Kategorie, Da-
tenquellen, Schnittstellen, externe Anbieter sowie aktueller Reifegrad (Pilot, Betrieb, geplant).

€ Rolle & Risikoklasse einordnen: Kliren Sie je Use Case, ob Ihr Unternehmen primar als
Anbieter oder Betreiber agiert und wie hoch das Risiko des Einsatzes ist (z. B. hochkritische
Entscheidungen vs. unterstiitzende Automatisierung). Leiten Sie daraus die wichtigsten
Nachweis-, Dokumentations- und Kontrollpflichten ab.

¢ Governance & Verantwortlichkeiten festlegen: Definieren Sie klare Zustandigkeiten (z. B.
RACI) fir Kl-Governance, Recht/Compliance, Datenschutz, Informationssicherheit, Fachbe-
reich, Data Science sowie Nachhaltigkeit/ESG. Etablieren Sie Entscheidungspunkte entlang
des Lebenszyklus (Beschaffung, Entwicklung, Freigabe, Betrieb, Anderung, Abschaltung).

€ Mindestanforderungen an Transparenz definieren: Legen Sie fest, wer was verstehen muss
(Management, Fachbereich, Audit, Betroffene) und welche Erklar- und Nachweisdokumente
dafiir nétig sind (z. B. Zweckbeschreibung, Datenherkunft, Modellgrenzen, menschliche
Aufsicht, Test- & Abnahmeprotokolle).

¢ Betrieb absichern: Planen Sie Monitoring und Incident-Prozesse: Qualitat, Drift, Bias-
Indikatoren, Sicherheitsvorfille, Logging, Zugriffskontrolle, Update- & Change-Management
sowie Lieferantensteuerung (Vertrage, SLAs, Datenflusse, Exit-Strategien).

€ Nachhaltigkeit & Architektur entscheiden: Messen bzw. schitzen Sie Ressourcenverbrauch
und Kosten wesentlicher KI-Workloads, priifen Sie Wiederverwendung/Kompression/Fine-
Tuning statt Neu-Training und bewerten Sie Cloud vs. On-Prem vs. Edge im Spannungsfeld
aus Performance, Datensouveranitat, Sicherheit und Energieeffizienz.

€ Roadmap ableiten: Ubersetzen Sie die Befunde in eine priorisierte Roadmap (Quick Wins
in 4—8 Wochen, mittelfristige Fahigkeiten in 3-6 Monaten, strategische Zielbilder), inkl.

Verantwortlichen, Meilensteinen und klaren Erfolgskriterien.
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